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EXECUTIVE SUMMARY 
________________________________________ 

The goal of this project is to provide the improved LiDAR-based wetland prediction models with 

highly automated, reliable, and user-friendly tools based on ArcGIS for NCDOT as stated in the 

contracted proposal.  

To follow the NCDOT Jan 15th (2014) Meeting and Guidance for Future Work (REVISED), we 

list the following Table 1 as a Task-and-Status Check list.  The team is required to complete 

these task items by the end of the contract. We are pleased to report that all required tasks are 

successfully completed.   

Table 1. Tasks and Status Check List 

Tasks:  
Objective 
Items 

1. Finish Lenoir 
County & 
Provide results 
to NCDOT 

2. Finish 
refining RF 
model 

3. Develop & 
apply models 
for Piedmont;  
& Assess 
accuracy  

4. Finish 
automation 
programs and 
documentation 
& Provide demo 
to NCDOT 

5. Automate 
identification/ 
mapping  
riparian areas 

6. Develop a 
conceptual 
framework: how 
to identify 
wetland types 

Key features 

3 eco-regions 
12 sampling 
areas for 
modeling 

RF model  10 counties V.3.1.1: 
Java 1.7 
Sampling  rate 
choice 
BDPrediction 
Logit & RF  

Based on 
available 
software from 
web for 
Riparian  

Discussion with 
experts  
L. Paugh,  
M. Weatherford, 
& S. Smith,  
S. Davis 

Information 
need from 
NCDOT 

Sampled 
wetland data   
in Lenoir 

 Sampled 
wetland data   
in Piedmont 
areas 

   

Team 
Wang & All Wang, Deng, 

M. Chen, Bai, 
Liang 

Wang, Yalla, 
Bai, P. Wang, 
Liang,  S. Chen 

Wang,         
Bai, Yalla 

Wang, Bai Wang,  
Bai, P. Wang, 
Liang 

Completed 
Time 

Spring 2014 
(Lenoir) 

Jan. 2015 
(Piedmont) 

Spring 2014 Field visit –  
Aug. 2014. 

Full sampling 
Jan.  2015 

v3.0 Aug. 2014 
v3.1 Dec. 2014 
v3.1.1-Jan. 2015 
 

Spring 2014 Spring 2014 

Status Check √ √ √ √ √ √ 

 

Recognized nationally in recent 2011 FHWA Environmental Excellence Awards (EEA) for the 

Excellence in Environmental Research, NCDOT and NCDENR developed and integrated 
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airborne LiDAR, digital imagery technology and statistical modeling for wetland and stream 

measurement and inventory reporting. NCDOT has identified in [4] that “while NCDOT has 

made significant advances with the concept, the process and tools of predicting wetlands using 

LiDAR is under-developed. Additional research needs to be undertaken to improve the reliability 

and performance of the model across the various wetland types within the state.”     

This project addresses the above mentioned NCDOT’s needs to enhance the NCDOT wetland 

prediction procedure via process automation and methods as well as automation tools.  

The achievement of this project may be summarized as follows:  

(i) Automation and its Tools of Wetland Identification and Analysis Process;  

(ii) Systematic Methods of Wetland Identification Process;  

(iii) Reliability and Flexibility of the Developed Tools and Methods; and  

(iv) User Friendly Deliverables.  

These achievements fit the NCDOT research needs through a number of valuable research topics 

related to wetland prediction process, such as process automation, variables exploration, data 

mining, post-treatment, and statistical analysis.  

In addition, early September 2014, the NCDOT IT made a new request on Java 1.7 issue, even 

though ArcGIS v10.1 at both NCDOT and UNCC only supports Java 1.6 and does not support 

Java 1.7. In order to satisfy the NCDOT IT requirement, the PI proposed a new idea to run our 

Java files outside ArcGIS, and use Java 1.7. Thus, this approach has led to develop our WAMAT 

(WAM Automation Tools) v3.1 and the current v3.1.1. The initial results show this method 

works very well to not only run in Java 1.7, but it also increases the speed and the memory 

benefit. Based on NCDOT expert Morgan Weatherford’s much helpful feedback, the team has 

also updated the Users’ Guide for WAMAT v3.1.1. 

The acclaimed results include the deliverable WAM Automation Process Tools and the Users’ 

Guide to the Tools, which can benefit NCDOT and EPA by innovative automation and models to 

have labor saving in the NEPA process. In view of the 2011 FHWA Environmental Excellence 

Awards (EEA) to NCDOT and NCDENR, we believe that our work and deliverable product will 

be valued on a national level. 
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1.   Introduction 

This Final Report is for the NCDOT Project RP 2013-13, titled “Improvements to NCDOT’s 

Wetland Prediction Model” during 04-30-2012 through 02-15-2015. It concludes several main 

achievements of this project as follows:  

(i) Automation and its Tools of Wetland Identification and Analysis Process;  

(ii) Systematic Methods of Wetland Identification Process;  

(iii) Reliability and Flexibility of the Developed Tools and Methods; and  

(iv) User Friendly Deliverables.  

Recently, the FHWA presented the 2011 Environmental Excellence Awards (EEA) to the 

NCDOT and NCDENR for the Excellence in Environmental Research in “GIS-based Wetland 

and Stream Predictive Models” [1]. Recognized nationally and internationally in [1-4, 12-13], as 

a necessary future trend in North America to develop and integrate airborne LiDAR, digital 

imagery and pattern recognition technology [4-5, 9-14] for 21st century transportation and 

environment monitoring, the NCDOT and NCDENR achievement in integrating LiDAR imagery 

measurement and GIS coupled with stream/wetland prediction is not trivial.  

This project addresses the NCDOT research needs defined previously in [4] as: “while NCDOT 

has made significant advances with the concept, the process and tools of predicting wetlands 

using LiDAR is under-developed. Additional research needs to be undertaken to improve the 

reliability and performance of the model across the various wetland types within the state.” 

Further, procedures and models to identify wetland types and characteristics do not exist but 

would be highly valuable information to obtain [4].  

The need definition of the NCDOT addressed by this project is to enhance the NCDOT wetland 

prediction procedure via procedure automation and further mathematical modeling.  The above 

mentioned achievements fit the NCDOT research needs. 

To further enable reliable identification of wetland locations by improving the 

NCDOT/NCDENR model, this project does research in process automation and systematic 
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methods development.  The benefits to NCDOT include significantly reducing the time and cost 

of field delineations and providing early awareness of potential wetland impact areas in NC [1].   

The significance of LiDAR implementation into wetland identification and modeling, as stated 

by the FHWA is to exemplify “how innovative technologies can be used to speed the 

environmental assessment process and ultimately advance transportation projects while 

protecting the environment” [1]. Therefore, this project research [4, 5] is important and highly 

needed.  In addition, it contributes to NCDOT by keeping the leading status in this important 

area of research, which can benefit NCDOT by innovative models and significant labor saving in 

the NEPA process [2].   

This project includes a number of valuable research topics related to wetland prediction, such as 

process automation, variables exploration, data mining, and statistical analysis. According to the 

project proposal [5], our goal for this project is to provide improved NCDOT LiDAR-based 

wetland prediction models with highly automated, reliable, and user-friendly tools for NCDOT 

based on ArcGIS as shown in Figure 1.  Therefore, we mainly concentrate on the topics of 

process automation and modeling and prediction methods for this project.  

 

Figure 1. Project Goal 
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In this report, we conclude our work for these research topics, and at the same time we focus on 

the NCDOT Guidance Memo of 01-17-2014. 

The rest of this report is organized in the following manner. Section 2 is to illustrate the 

prediction models we applied in this research, including the original models and refined models. 

Section 3 describes the process automation with different tasks in wetland prediction. In Section 

4, two case studies are conducted by applying our refined models and automation process to 

Lenoir County and Southern Outer Piedmont Region. The prediction results are reported and the 

models are evaluated in this section. Section 5 is about the research data and variables we 

conducted in addition to the DEM (Digital Elevation Model), e.g., soil and land cover, as well as 

riparian variable. In Section 6, we describe an additional methodology for WAM variable 

selection via SCAD (Smoothly Clipped Absolute Deviation) penalty, and input data balance 

method via balanced sampling.  Section 7 provides summary remarks of the project. This final 

report also includes the attached deliverable WAM Automation Tools (WAMAT) for the 

Wetland Prediction Process Automation, and the Users’ Guide to the Tools.    

2. Wetland Prediction Models 

In this section, we summarize the wetland prediction models and their methods we applied and 

developed with their performances as follows: 

(1) Logistic Regression model, 

(2) Random Forest model,  

(3) Random Forest Smart model as RF-s, and  

(4) Logistic Regression Smart model as Logit-s. 

2.1 Wetland Predictor Variables   

For wetland prediction, we take the following predictor variables as in Table 2.  
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Table 2. Predictor Variables used to build wetland models 

Variable 
Name 

Full Name Formula and Illustrations 

elev Elevation  Elevation of each cell: z(x,y). 

asp Aspect asp = 57.29578 * atan2 ([dz/dy], -[dz/dx]) 

slp Slope 
slp = 57.29578 × atan (�𝑑𝑑 𝑑𝑑�

2
+ 𝑑𝑑

𝑑𝑑�
2

) 

cv Curvature Slope of the slope: 

cv = 57.29578 × atan (�𝑑𝑑 𝑑𝑑�
2

+ 𝑑𝑑
𝑑𝑑�

2
) 

prcv Profile Curvature Curvature on vertical (y) direction 

plcv Plan Curvature Curvature on horizontal (x) direction 

batwi Ratio of Slope by Drainage 
Area 

batwi = slp  /  drainage contributing area 

(calculated  with breach-all DEM) 

wei Wetness Elevation Index Series of increasingly larger neighborhoods used to determine the 
relative landscape position of each cell. 

weiRe Reclassification of wei Wei value of each cell will be reclassified as 0 if original value is 
bigger than a predefined threshold, else is reclassified as 1 (default 
threshold is 0.5). 

mdec Maximum Downslope 
Elevation Change 

Maximum difference of z(x,y) between the cell and its neighbor 
cells. 

rawda Stochastic Depression Analysis Stochastic depression analysis based on raw DEM. 

curv5 Smooth Curvature Each cell gets mean value of curvature from its 5*5 neighbors. 

𝐶𝐶𝐶5 = �
𝑐𝑐(𝑖)

25

𝑖25

𝑖=𝑖1

 

depan Stochastic Depression Analysis Stochastic depression analysis based on breach-all DEM. 

gap Land Cover Data Categorized land use types. 

soil Soil Data Reclassified as 1 or 0 to indicate hydric or non hydric soil type. 

Table 2 lists these variables with an illustration of variables calculation. These predictor 

variables are selected by NCDOT models, most of them are calculated based on DEM data.  

2.2 Logistic Regression (Logit) Model 

Firstly, we have applied the logistic regression model to classify the landscape into two 

categories of wetland and non-wetland. Before we describe the logistic regression model, let’s 
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first describe a linear regression model as in (1), that predicts the occurrence of wetland as a 

function 𝑑(𝑑) of the selected explanatory variable vector 𝒙 at a data point as  

𝑑 = 𝜷𝑇𝒙 + 𝜀                                                                       (1)  

where 𝒙 is the wetland variables vector 𝒙 = [𝑑1, 𝑑2,⋯ , 𝑑𝑚]𝑇 , 𝑑  is a response variable as the 

prediction result, 𝜷 is the coefficient vector as a “weighting factor” for the variable vector, and 𝜀 

is an estimator/noise error or adjustment of this linear estimator.  In a prediction area, each point 

(e.g., 20 × 20 feet as a point), the variable vector x can be arranged in a matrix 𝑋, and the 

corresponding response variable y can be presented as a vector y, where each row represents a 

data point. Then we have the following linear regression model in a matrix-vector format as  

𝒚 = 𝑋𝜷 + 𝜺                                                                 (2) 

Because the response vector should be a binary-valued vector, i.e., the prediction model is a two-

category classification, therefore a binary-valued model is used with a logistic function transform 

to (1) and called logistic regression. Logistic regression is just to take a transform on the 

continuous-valued response variable to predict a binary response with a “probability” value in   

[0, 1]. In statistics the probability describing the possible outcomes of a single trial is modeled as 

a function of predictor variables, using a logistic function 

𝑝 = 𝐹(𝑡) = 𝑒𝑡

1+𝑒𝑡
= 1

1+𝑒−𝑡
                                                                (3) 

where 𝑡 = 𝜷𝑇𝒙 + 𝜀, i.e., to transform a continuous response y in (1) to a binary response. After 

the logistic function transform, we may have a generalized linear model for binary response in 

probability as  

𝑙𝑙𝑙𝑖𝑡 (𝐸[𝑑|𝒙 ]) = 𝑙𝑙𝑙𝑖𝑡 (𝑝) = ln � 𝑝
1−𝑝

� = 𝑡 = 𝜷𝑇𝒙 + 𝜀                           (4) 

𝑝 = 𝐸[𝑑|𝒙 ] = 1
1+𝑒−𝜷𝑇𝒙−𝜀

                                                      (5) 

Sometimes, it is simply written as a new response variable y as follows 

𝑑 = 1
1+𝑒−𝜷𝑇𝒙−𝜀

                                                                  (6) 
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2.3  Random Forest (RF) 

In order to reduce the sensitivity to data noise, we have applied a tree-based classification 

method Random Forest (RF) with 15 derivative variables to identify wetlands.  Random trees are 

built by a set of rules with random and optimization, that uses bagging technique to randomly 

select sub-datasets and optimization technique to determine best decision tree nodes from a 

randomly selected sub-set of variables [41, D]. Thus, it leads to a random forest. Then, in the 

prediction process, RF can recursively partition the data into categories.  

The classification tree analysis (CTA), also referred to classification and regression trees 

(CART), is a typical tree-based classification method.  RF aims at improving predictive ability 

by taking the majority vote result from the prediction results of multiple trees in classification 

mode, or taking the average result of the prediction results of multiple trees in regression mode. 

Thus, this method is not sensitive to noise or overtraining, as resampling is not based on 

weighting. Furthermore, it is computationally much lighter than methods based on boosting and 

somewhat lighter than simple bagging. In the literature, it is used for land cover classification 

[34].   

Here we have developed the RF for the wetland classification [41, D], especially using the above 

listed variables and creating RF-smart for modeling and prediction. For prediction, each tree in 

the forest generates a class result based on input data, and then the method collects the voting 

results from those trees. Thus, we evaluate the modeling method by testing cross-validation 

overall accuracies. It is described in the following Figure 2. 

 
Figure 2. Random Forest Method 
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2.3.1 RF model for project areas in three eco-regions 

We first built RF models for 13 different wetland delineation projects in three eco-regions in 

North Carolina. The data and delineation results are provided by NCDOT. See Figure 3 for the 

whole study area. For each project, we randomly split the data into two parts, where 80% of the 

data are used for training purpose, while the remaining 20% of the data are used for validation. 

Using RF we can also obtain the relative importance of different variables, see Figure 4 as an 

example.  

 

Figure 3. Study area 
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Figure 4. An example of relative importance of variables (FW project B4085) 

As shown in Fig. 4, these are two common used methods to quantify and rank the importance of 

the variables. One is to calculate the decrease of Gini index (an impurity measure, the right 

figure) and another is to calculate the decrease of accuracy error (the left figure) every time 

introducing a new variables. These two figures here give readers some idea about the relative 

importance of these variables by the Gini index and the accuracy as a measure respectively. The 

top group of variables in the figures is important by these measures for the RF method. 

For Logistic method, we apply SCAD method [9, 11] to effectively identify the important 

variables in the regression method, which we shall describe in Section 6.1. 

2.3.2 Prediction results 

In order to validate the accuracy for the RF models and to test whether the method can improve 

the prediction result, we compare the accuracy generated by our created Logit regression models 

(standard form) and RF models, where we do use the Xs (variables) and Y (wetland/non-wetland) 

data from NCDOT, but do remove variable Crews out of the Xs. Thus, our Logit model is 

different from NCDOT Logit model. Since the project data include three types of ecoregions, 

Flatwoods (FW), Rolling Coastal Plain (RCP), and Southeastern Floodplains and Low Terraces 

(SFLT), we group the data based on the ecoregion. The results are illustrated in Table 3, Table 4, 

and Table 5. We treat the data into two groups: the first group contains 80% records for training 

models (Logit and RF), and the second group contains the remaining 20% records for 
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testing/checking the generated models. In these tables, the evaluation data (Y) are provided by 

NCDOT, which are verified wetland and non-wetland data. 

Table 3. Results comparison between RF and Logit for FW projects 

      
 

 
Random Forest 

Logistic 

Regression 
Comparison 

Type Project Data 
Total  

Records 

0-1 

Error 

Rate 

1-0  

Error  

Rate 

Total 

Error 

Rate 

Total 

Error 

Rate 

Total 

Improvement 

FW 

  

B4085 

80% 780 0.00% 0.00% 0.00% 6.41% 100.00% 

20% 195 2.38% 3.60% 3.08% 5.64% 45.45% 

100% 975 0.44% 0.76% 0.62% 6.26% 90.16% 

B4168 

  

80% 812 0.00% 0.00% 0.00% 3.69% 100.00% 

20% 203 3.67% 2.13% 2.96% 2.46% -20.00% 

100% 1015 0.77% 0.40% 0.59% 3.45% 82.86% 

R2301 

  

80% 89787 0.00% 0.00% 0.00% 18.65% 100.00% 

20% 22447 3.23% 36.11% 10.94% 18.50% 40.86% 

100% 112234 0.64% 7.30% 2.19% 18.62% 88.24% 

R2514 

  

80% 32827 0.00% 0.00% 0.00% 32.36% 100.00% 

20% 8207 22.00% 8.47% 14.09% 32.75% 56.99% 

100% 41034 4.43% 1.69% 2.82% 32.44% 91.32% 

U4007  

80% 23203 0.00% 0.00% 0.00% 13.02% 100.00% 

20% 5801 0.99% 36.95% 6.36% 13.38% 52.45% 

100% 29004 0.20% 7.61% 1.28% 13.09% 90.23% 

Group      184262 1.06% 4.75% 2.17% 20.67% 89.51% 

 

From the results as listed in above table, it can be observed for all FW projects that RF models 

perform better than the corresponding logistic regression models. The total improvement for 

each project for all 100% of all the datasets is around 80% ~ 90%. 
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Table 4. Results comparison between RF and Logit model for RCP projects 

      
 
 

Random Forest 
Logistic 

Regression 
Comparison 

Type Project Data 
Total 

Records 

0-1 

Error 

Rate 

1-0  

Error  

Rate 

Total 

Error 

Rate 

Total 

Error 

Rate 

Total 

Improvement 

RCP 

 

R2554  

80% 31469 0.00% 0.00% 0.00% 12.29% 100.00% 

20% 7868 2.33% 6.41% 3.69% 11.64% 68.34% 

100% 39337 0.47% 1.29% 0.74% 12.16% 93.91% 

B3654  

80% 626 0.00% 0.00% 0.00% 7.19% 100.00% 

20% 157 17.39% 1.49% 3.82% 3.82% 0.00% 

100% 783 2.56% 0.32% 0.77% 6.51% 88.24% 

R2823  

80% 37094 0.00% 0.00% 0.00% 8.68% 100.00% 

20% 9274 5.35% 1.34% 2.89% 8.65% 66.58% 

100% 46368 1.06% 0.27% 0.58% 8.67% 93.31% 

wy 

80% 14594 0.00% 0.00% 0.00% 11.04% 100.00% 

20% 3649 3.68% 6.88% 4.66% 10.06% 53.68% 

100% 18243 0.73% 1.39% 0.93% 10.84% 91.41% 

Group      104731 0.72% 0.68% 0.70% 10.34% 93.21% 
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Table 5. Results comparison between RF and Logit model for SFLT projects 

      
 
 

Random Forest 
Logistic 

Regression 
Comparison 

Type Project Data 
Total 

Records 

0-1 

Error 

Rate 

1-0  

Error  

Rate 

Total 

Error 

Rate 

Total 

Error 

Rate 

Total 

Improvement 

SFLT 

B4135  

80% 1769 0.00% 0.00% 0.00% 1.87% 100.00% 

20% 443 1.89% 2.11% 2.03% 2.26% 10.00% 

100% 2212 0.37% 0.43% 0.41% 1.94% 79.07% 

R2554  

80% 416 0.00% 0.00% 0.00% 3.85% 100.00% 

20% 104 5.48% 0.00% 3.85% 3.85% 0.00% 

100% 520 1.15% 0.00% 0.77% 3.85% 80.00% 

R4737  

80% 2112 0.00% 0.00% 0.00% 6.06% 100.00% 

20% 528 6.67% 1.98% 3.98% 7.95% 50.00% 

100% 2640 1.32% 0.40% 0.80% 6.44% 87.65% 

U3826 

80% 20172 0.00% 0.00% 0.00% 11.45% 100.00% 

20% 5044 3.51% 5.69% 4.48% 11.30% 60.35% 

100% 25216 0.71% 1.13% 0.90% 11.42% 92.12% 

Group      30588 0.74% 0.97% 0.85% 10.17% 91.61% 

 

For all the SFLT projects, RF model outperforms the logistic regression model, and the total 

improvements comparing to the regression models are around 80%. Among the different groups, 

FW type has the most number of data records, while the RCP Group has the most improvement, 

93.21%.  

Figure 5 shows a summary of comparison between RF model and Logit model for each project 

area in three eco-regions, based on the prediction error rate as reported in Table 4. 

Remark: Here, the validation data are from NCDOT, which are verified by expert field 

delineation. The validation is run on the RF models and Logit models for two groups of data, i.e.,  

(i) to verify the Y values of the first group records data (preselected 80% of total data) which are 
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used in the modeling process as the modeling error, and (ii) to verify the Y values of the second 

group records data (preselected 20% of total data) which are not used in the modeling process as 

the prediction error as shown in Fig. 5(b). Based on that, we also get the combination error rate 

on all total 100% data as shown in Fig. 5(a). 

 

 

(a)  Error rate on all data 

 

(b)  Error rate on test data 

Figure 5. Summary of model comparison by error rate 
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2.4 Random Forest Smart version (RF-s) 

According to the results, the prediction accuracy varies among RF models for different project 

areas and regions (see Figure 5). Some data noise may exist that affect the prediction in some 

sampling areas and the uncertainty of input data will significantly affect the quality of training 

model. Therefore, we have further conducted some experiments to improve the RF models as the 

PI proposes as a smart RF. The idea is to smartly select project area models for a combination 

model based on their individual model error rate and/or other information, thus to identify the 

most correct and efficient configuration. The overall scheme is shown in Figure 6. Currently, it is 

not included in our WAMAT tools. But it can be run by preselecting training area data as input 

data into our WAMAT for modeling. 

 

Feedback for 
Improvement

Data Selection Results 
Analysis

Smart Model 
for Prediction

 

Figure 6. Scheme for RF improvements as Smart RF 

Considering the scheme above, our models for wetland prediction in Lenoir County have the 

following setting:  

(1) The configuration of RF is: to use 80% of the dataset as training data; to build 100 trees 

in the RF; to set the maxnodes index  = 7 (27 = 128 maximum number). 

(2) For the data selection, the smart RF model selects different sub-regions for its 

construction in three ecoregions as follows: 

• RCP: B3654, R2554, and R2823 (from B3654, R2554, R2823, wy) 
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• FW:  B4168 and R2514 (from B4085, B4168, R2301, R2514, U4007) 

• SFLT: B4135 and R2554 (from B4135, R2554, R4737, U3826) 

The smart selection is logical and smart in view of Figure 5 (a) and area knowledge.  

3. Automation Process 

In this section, we summarize the automation process and the tools we developed [6, 7]. The 

detail of WAMAT (WAM Automation Tools) can be found in the Users’ Guide as Appendix [B].  

These tools can be flexibly organized as GIS workflows to implement several tasks related to 

wetland prediction. The main tasks of wetland prediction include data pre-processing, model 

training, predicting, wetland mapping, post-treatment processing, model performance evaluation, 

and wetland map display. The automation tools are developed based on ArcGIS 10.1. Users can 

easily assemble these tools together through graphic user interface (Model Builder) to automate 

the entire process, or in a piecemeal fashion. We have developed the following individual 

processes: 

(1) Automation process for generating DEM derivatives and extracting values from 

multiple raster layers. 

(2) Automation process for sampling data based on users’ preferred strategy. 

(3) Automation process for building model using training dataset. 

(4) Automation process for wetland prediction by the selected prediction model generated 

from (3). 

(5) Automation process for post-treatment on the prediction results with assistance of other 

auxiliary data (land use and/or river/water body). 

(6) Automation process for accuracy evaluation of the prediction results and/or post-

treatment results based on the evaluation of field data.  

During the project period, we have provided NCDOT three new major versions of our 

automation process tools for wetland prediction [A, B, C]. It can be summarized as in following 

Figure 7. 
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Figure 7.  Automation Process 

3.1 Overall architecture of the automation toolset 

We organize the programs into the following sub toolsets: (1) Train (Modeling), (2) Predict, (3) 

Post-treatment, (4) Verification - Analysis, and (5) Display.  

Each tool is an independent component that can be applied individually, or logically combined 

for full automation. Users can connect WAMAT in ArcGIS Model Builder as other regular 

build-in tools. In addition, this project also provides an automation tool to generate wetland 

variables from the DEM data and combines them and other data (soil and land-cover) into a table 

for modeling and/or prediction. That automation tool is from our automation version 1. Of course, 

this function tool is included as one module in version 2 and version 3.  

3.2. Display 

The Display tool is to display the prediction results using a pre-defined color scheme. The output 

is a raster file of wetland prediction result, where 1 means wetland and 0 means non-wetland. In 

addition, the map generated by this software can highlight both correct and error prediction areas, 

• Version 3.0: Modules – Train tool; Predict tool; Post treatment tool; Verification 
tool; Display tool

• Features: Under ArcGIS 10.1; Add/Drop variables; Select data / model; Modify 
strategies

• Version 1.0：Automated generation of variables for prediction model

• Features：Under ArcGIS 9.3.1; high level automation

• Version 2.0: Automation of Wetland variable generation + Statistics +      
Visualization (wetland/non-wetland)

• Features：Under ArcGIS 10.1; Higher level automation

• Version 1.1：Enhanced Automation of Wetland variables generation

• Features：Solve  issue caused by ArcGIS 9.3.1 limitation for various path names

• Version 3.1.1: Enhanced Automation of Wetland Prediction Function

• Features: Solve Java 1.7 issue as NCDOT IT asked; Modify strategies; Large 
data treatment ability (some county level), Sampling rate selection; Speed-up; 
Memory benefit
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as 1-1, 0-0, 1-0 error, and 0-1 error by four different colors respectively. Figure 8 and Figure 9 

show the examples of displaying the prediction results.  

(1) We use 4 different colors for the following cases, where 1 for wetland and 0 for non-

wetland, 𝑑 − 𝑑� as “true – estimate”. 

1 – 1: Green color; 1 – 0 error: Red; 0 – 0: Grey; 0 – 1 error: Yellow. 

(2)  This dynamic delineation was presented to NCDOT during our annual progress meeting 

on 8-30-2013. 

(3) Our WAMAT tools can automatically delineate and mark the wetland and non-wetland 

areas on ArcGIS map after the run of our WAMAT prediction tool. 

 

Figure 8. Display of wetland prediction result: (a) Logistic Regression (left), (b) RF (right) 
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Figure 9. Prediction for Project U3826 (SFLT) (a) Logistic Regression (left), (b) RF (right) 

3.3. Advantages of the software 

There are some important features of this software of WAMAT. 

(1) Flexible 

• Users can use individual tools to conduct certain tasks, or they can also assemble these 

tools within the model builder to conduct more complex tasks.  

• Another is the operation of add/drop explanatory variables for modeling. 

(2) Efficient 

The algorithm and software are both enhanced to be able to process large areas. We 

efficiently compressed the data for the algorithm, thus it can be quickly calculated.  

(3) User friendly 

The graphic interface is more straightforward and applicable. Users can easily change 

parameters and settings, such as linking different tools through “drag and drop” operations.  
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4. Case Study and Field Validation 

This section describes two case studies and field visits. One is for Lenoir County, February 2014, 

and the other is for the Piedmont Region, early August 2014. 

4.1 Wetland prediction of Lenoir County 

We have implemented the automation process of wetland prediction for Lenoir County. Our 

prediction models are built by the sampled training data from 13 projects areas provided by 

NCDOT. The sample data included three eco-regions (RCP, FW and SFLT) within the 13 project 

areas, with only one project in Lenoir County. (Figure 10). 

 

Figure 10. Sample data of 13 project areas 

4.1.1 Model construction 

We have run the following process of building our models and predicting wetlands as follows: 
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(1) To build Logistic Regression models for 3 eco-regions from the corresponding eco-

regions in 13 sampling areas, respectively; 

(2) To build RF models for 3 eco-regions from the corresponding eco-regions in 13 sampling 

areas, respectively; 

(3) To predict wetland areas in Lenoir County using Logistic Regression models and RF 

models based on their 3 corresponding eco-regions. 

(4) To do a statistical analysis of the prediction results with respect to the provided 

evaluation area data in Lenoir County. 

4.1.2 Model validation  

Using provided validation data in Lenoir County, we have evaluated the prediction results in 

Lenoir County, as shown in Table 6  and Table 7. 

  A smart modeling method has been proposed to both RF and Logit models to improve the 

prediction accuracy.   

(1) We applied both standard and smart versions of the models.  

• The extension –“a” means using all 13 sampling areas for modeling; 

• The extension –“s” stands for smart use of modeling areas.  

(2) We applied different strategies related to riparian data.  

• The extension –1 stands for the method without riparian variable; 

• The extension –2 is to use riparian variable for eco-region sub-division; 

(3) We sampled different proportion of data for model training (100% or 80%). 
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Table 6. Performance comparison of Logit models for Lenoir County 

  

NCDOT model 

results 
Logit-a-1  100%  Logit-a-2 100%  Logit-s-1 80% 

 

Error 
Type Pixels Error 

rate Pixels Error 
rate Pixels Error rate Pixels Error 

rate 

BR 

1-1 2137 - 2204 - 2221 - 2132 
 

1-0 642 23.10% 575 20.69% 558 20.08% 647 23.28% 
0-0 9113 - 9389 - 9074 - 9594 

 
0-1 1086 10.65% 810 7.94% 1125 11.03% 605 5.93% 

Total 
 

13.31% 
 

10.67% 
 

12.97% 
 

9.65% 

CF 

1-1 7592 - 7133 - 12490 - 9387 
 

1-0 4898 39.22% 5357 42.89% 0 0.00% 3103 24.84% 
0-0 761 - 792 - 0 - 554 

 
0-1 50 6.17% 19 2.34% 811 100.00% 257 31.69% 

Total 
 

37.20% 
 

40.42% 
 

6.10% 
 

25.26% 

Hornpipe 

1-1 1538 - 1076 - 1468 - 954 
 

1-0 234 13.21% 696 39.28% 304 17.16% 818 46.16% 
0-0 377 - 430 - 393 - 437 

 
0-1 69 15.47% 16 3.59% 53 11.88% 9 2.02% 

Total 
 

13.66% 
 

32.10% 
 

16.10% 
 

37.29% 

R2719 

1-1 10383 - 10264 - 10505 - 9001 
 

1-0 2826 21.39% 2945 22.30% 2704 20.47% 4208 31.86% 
0-0 17674 - 17672 - 17484 - 19050 

 
0-1 5832 24.81% 5834 24.82% 6022 25.62% 4456 18.96% 

Total 
 

23.58% 
 

23.91% 
 

23.77% 
 

23.60% 

SFLT 

1-1 11468 - 10452 - 10493 - 10034 
 

1-0 802 6.54% 1818 14.82% 1777 14.48% 2236 18.22% 
0-0 1012 - 1124 - 1089 - 961 

 
0-1 257 20.25% 145 11.43% 180 14.18% 308 24.27% 

Total 
 

7.82% 
 

14.50% 
 

14.45% 
 

18.79% 

Total 

Sample 

Areas 

1-1 33118 - 31129 - 37177 - 31508 
 

1-0 9402 22.11% 11391 26.79% 5343 12.57% 11012 25.90% 

0-0 28937 - 29407 - 28040 - 30596 
 

0-1 7294 20.13% 6824 18.83% 8191 22.61% 5635 15.55% 

Total 
 

21.20% 
 

23.13% 
 

17.19% 
 

21.14% 
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Table 7. Performance comparison of RF models for Lenoir County 

  
NCDOT model 

results Logit-s-2 80% RF-s-1    80%  RF-s-2    80% 

 

Error 
Type 

Pixels Error 
rate Pixels Error rate Pixels Error 

rate Pixels Error 
rate 

BR 

 

1-1 2137 - 2087 
 

1182 
 

1312 
 

1-0 642 23.10% 692 24.90% 1597 57.47% 1467 52.79% 
0-0 9113 - 9497 

 
9513 

 
9039 

 
0-1 1086 10.65% 702 6.88% 686 6.73% 1160 11.37% 

Total 12978 13.31% 
 

10.74% 
 

17.59% 
 

20.24% 

CF 

1-1 7592 - 12490 
 

10531 
 

10224 
 

1-0 4898 39.22% 0 0.00% 1959 15.68% 2266 18.14% 
0-0 761 - 0 

 
522 

 
564 

 
0-1 50 6.17% 811 100.00% 289 35.64% 247 30.46% 

Total 
 

37.20% 
 

6.10% 
 

16.90% 
 

18.89% 

Hornpipe 

1-1 1538 - 1318 
 

1533 
 

1716 
 

1-0 234 13.21% 454 25.62% 239 13.49% 56 3.16% 
0-0 377 - 415 

 
397 

 
311 

 
0-1 69 15.47% 31 6.95% 49 10.99% 135 30.27% 

Total 
 

13.66% 
 

21.87% 
 

12.98% 
 

8.61% 

R2719 

1-1 10383 - 9211 
 

7603 
 

7818 
 

1-0 2826 21.39% 3998 30.27% 5606 42.44% 5391 40.81% 
0-0 17674 - 18892 

 
19641 

 
18792 

 
0-1 5832 24.81% 4614 19.63% 3865 16.44% 4714 20.05% 

Total 
 

23.58% 
 

23.46% 
 

25.80% 
 

27.52% 

SFLT 

1-1 11468 - 9946 
 

10160 
 

10149 
 

1-0 802 6.54% 2324 18.94% 2110 17.20% 2121 17.29% 
0-0 1012 - 1039 

 
1024 

 
1048 

 
0-1 257 20.25% 230 18.12% 245 19.31% 221 17.42% 

Total 
 

7.82% 
 

18.86% 
 

17.39% 
 

17.30% 

Total 

Sample 

Areas 

1-1 33118 - 35052 
 

31009 
 

31219 
 

1-0 9402 22.11% 7468 17.56% 11511 27.07% 11301 26.58% 

0-0 28937 - 29843 
 

31097 
 

29754 
 

0-1 7294 20.13% 6388 17.63% 5134 14.17% 6477 17.88% 

Total 
 

21.20% 
 

17.59% 
 

21.14% 
 

22.57% 
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A summary for wetland prediction of three eco-regions in Lenoir County shows that by 

comparing NCDOT model, Logit-s and RF-s respectively have an improvement of 34.76% and 

4.54% in total RCP (BR+Hornpip), FW (CF) and SFLT in Lenoir evaluation areas. Here we do 

not include a region R2719 because it is across 2 eco-regions.  

4.2 Wetland prediction of Southern Outer Piedmont   

The second study region is Southern Outer Piedmont region, which includes ten counties. We 

use regular Logistic Regression model and RF model to predict wetland distribution of this 

region. And two models are conducted based on the training datasets.   

Table 8 shows the prediction results. According to the results, the overall prediction accuracy is 

higher for models built based on the RF method than the Logit models, but this current RF model 

greatly under-predicts wetland occurrence. From the theoretical analysis, the RF should have 

potential ability to dramatically reduce this under-prediction rate for the modeling data. 

Currently, the PI has guided the team to change the RF model to be built from R library, not 

from the Python library, and with ability to set adjustable parameters such that we may further 

improve the whole prediction accuracy in near future. 

Notes: 

(1) Logit: Logistic Regression model constructed based on the training dataset of each 

individual county. 

(2) RF: Random Forest model constructed based on the training dataset of each individual 

county. 
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Table 8.  Performance comparison of models for Southern Outer Piedmont region 

 

 

 

 

 

 Logit RF 

N = 100 

County Type Pixels Error rate Pixels Error rate 

Cabarrus 

1--1 457  337  

1--0 45 8.96% 165 32.87% 

0--0 73764  86041  

0--1 12396 14.39% 119 0.14% 

Total 86662 14.36% 86662 0.38% 

Catawba 

1--1 491  457  

1--0 92 15.78% 235 40.31% 

0--0 21573  23187  

0--1 1864 7.95% 250 1.07% 

Total 24020 8.14% 24020 2.02% 

Cleveland 

1--1 2047  1608  

1--0 193 8.62% 632 28.21% 

0--0 182669  213226  

0--1 31145 14.57% 588 0.28% 

Total 216054 14.50% 216054 0.56% 

Davidson 

1--1 965  718  

1--0 133 12.11% 380 34.61% 

0--0 97134  116710  

0--1 20060 17.12% 484 0.41% 

Total 118292 17.07% 118292 0.73% 

Davie 

1--1 4914  4462  

1--0 914 15.68% 1366 23.44% 

0--0 138531  173164  

0--1 36679 20.93% 2046 1.17% 

Total 181038 20.77% 181038 1.88% 
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Table 8  (b): Performance comparison of models for Southern Outer Piedmont region  

 

4.3 Field validation 

With an expert Sandy Smith at Axiom Environmental, our team executed a validation trip to 

Lenoir County on February 7th, 2014 and Piedmont Region (10 Counties) on August 8th – 9th, 

2014.  

 

 Logit RF 

N = 100 

County Type Pixels Error rate Pixels Error rate 

Forsyth 

1--1     

1--0 142 9.17% 533 34.43% 

0--0 108792  133078  

0--1 24901 18.63% 615 0.46% 

Total 135241 18.52% 135241 0.85% 

Gaston 

1--1 485  408  

1--0 57 10.52% 134 24.72% 

0--0 28890  35469  

0--1 6667 18.75% 88 0.25% 

Total 36099 18.63% 36099 0.61% 

Iredell 

1--1 2621  2412  

1--0 238 8.32% 447 15.63% 

0--0 38275  45070  

0--1 7728 16.80% 933 2.03% 

Total 48862 16.30% 48862 2.82% 

Lincoln 

1--1 3430  2926  

1--0 217 5.95% 721 19.77% 

0--0 81154  91517  

0--1 11483 12.40% 1120 1.21% 

Total 96284 12.15% 96284 1.91% 

Rowan 

1--1 1451  1341  

1--0 313 17.74% 423 23.98% 

0--0 31782  38622  

0--1 7249 18.57% 409 1.05% 

Total 40795 18.54% 40795 2.04% 
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The goals of the trip in Lenoir are: (1) to validate two automated wetland identification digital 

maps generated using Logistic Regression (Logit) and Random Forest (RF) regression models; 

(2) to differentiate the wetland types (riparian vs. non-riparian).  

The goals of the Piedmont visit are to check two kinds of models and make comparison among 

them: Logit and RF for newly selected areas which are not used in the training process. 

 

Figure 11. Study area of field trip for Lenoir County 

In Lenoir, we selected out twenty five locations (see Figure 11) and were able to visit sixteen 

(ten on the ground and six drive-by) of them. There are sites where observations indicate 

challenging differentiation between wetland and non-wetland, e.g., locations 13 and 24 labeled 

as “uncertain”. The results can be found in our previous report. Also refer to the detail comments 

and summary from the Axiom Environmental report as submitted.  
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It is important to point out that the training data are almost totally out of Lenoir County. From 

the statistics view point, it is suggested that the best way to develop future models is to have 

sample data from Lenoir County only for training the models. Although the model training data 

are from the same ecoregions including Lenoir County, our used training data from these 

samples are majority out of Lenoir County and may not include all wetlands features in Lenoir 

County. 

For Piedmont region, the sample locations are in 10 counties. See Figure 12. The detail maps of 

each location were submitted separately in a Visiting Report of Piedmont Region.  A summary 

figure and summary table are as follows.  

 

Figure 12. Study area of field trip for Southern Outer Piedmont region 
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Table 9. Summary validation results in Southern Outer Piedmont Region 

County Coordinate Riparian Logit RF Wetland REMARK 

Cabarrus              

Location 1 
 35°14'10"N,  
80°35'47"W Yes Yes No No Pond 

Location 2 
 35°14'07"N,  
80°35'39"W Yes Yes No No   

Location 3 
 35°14'10"N,  
80°35'34"W Yes No No No   

Catawba              

Location 1 
35°36'28"N,  
80°58'40"W Yes Yes No  No 

on boundary maybe 
wet 

Location 2 
35°36'32"N,  
80°58'40"W Yes Yes No No 

on boundary maybe 
wet 

Cleveland              

Location 1 
35°14'44"N,  
81°34'37"W Yes No Yes No   

Location 2 
35°14'45"N,  
81°34'27"W Yes No No No   

Location 3 
35°14'37"N,  
81°34'26"W Yes No Yes No   

Gaston              

Location 1 
35°17'40"N,  
81°12'05"W Yes Yes No yes   

Location 2 
35°14'52"N,  
81°12'03"W Yes Yes No Yes   

Location 3 
35°14'46"N,  
81°12'19"W Yes Yes No No   

Lincoln              

Location 1 
35°26'53"N,  
81°16'13"W Yes Partly Yes/No Partly Yes/No Yes   

Location 2 
35°27'08"N,  
81°16'19"W Yes Partly Yes/No Partly Yes/No No   
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County Coordinate Riparian Logit RF Wetland REMARK 

Davidson             

Location 1 
35°44'21"N,  
80°21'44"W Yes Yes No No   

Location 2 
35°44'12"N,  
80°21'52"W Yes No No No   

Location 3 
35°44'12"N,  
80°23'13"W Yes Yes No Yes Beaver Dam Found 

Location 4 
35°44'19"N,  
80°23'28"W Yes No No Partly Wet 

Caused by Beaver Dam, 
Flood area 

Davie              

Location 1 
35°57'07"N,  
80°32'07"W Yes Yes No No   

Location 2 
35°56'58"N,  
80°32'10"W Yes No No No   

Location 3 
35°56'57"N,  
80°32'12"W Yes Yes No 

 

Not visit 

Forsyth              

Location 1 
36°00'53"N,  
80°24'53"W Yes No No No   

Location 2 
36°00'46"N,  
80°24'51"W Yes Yes No Yes   

Location 3 
36°00'42"N,  
80°24'49"W Yes Yes No No   

Iredell              

Location 1 
35°51'40"N,  
80°42'45"W Yes Yes Yes Yes   

Location 2 
35°51'36"N,  
80°43'.03"W Yes No No No   

Location 3 
35°51'32"N,  
80°42'33"W Yes Yes No No   

Rowan    

 

    

 

  

Location 1 
35°31'16"N,  
80°34'43"W Yes Yes No No   

Location 2 
35°31'06"N,  
80°34'26"W Yes Yes No No   

  

     

  

Valid   #  
 

Clear count 
# = 24   13 (54.17%) 18  (75.00%) 

  
 Not considering “partly”  

 Count # =27  16 (59.26%) 21 (77.78%)  Considering “partly” 
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In Table 9, we select 28 locations for a comparison of our two modeling methods, i.e., Logit and 

RF. They all had no verified wetland values. In these 28 locations there are 19 locations where 

the resultant predictions from these two methods are different. Thus, Axiom expert helps the 

team to run a field visit for the wetland verification of these locations. However, one location is 

not visited because it is a special restrict area, making 27 visiting locations. It is noticed that 2 

locations have partly wet-predictions from both methods, and one location has a partly wet 

verification from the field visit. Thus, we make two summary lines: one is for the 24 clear count 

locations, and another is for the 27 count locations. 

It should be pointed out that in both Lenoir County and Piedmont regions all the above models 

are without post-treatment. That is a new task that the PI suggests for future to improve the 

models further by using post-treatment on lakes and rivers as well as some kind of land cover.  

However, the automation tool for it has been developed recently.  

 

5. Auxiliary variable and data 

Besides the variable data that can be derived from the DEM data, we use some variables that 

cannot be simply derived by DEM data, such as the riparian variable, land cover data and soil 

data. In this project, they serve as ancillary data to provide important information to identify 

wetlands and filter information. 

5.1   Riparian variable 

Since the original regression model considers riparian as a predictor variable, we applied two 

strategies based on how to utilize this variable. One is to use riparian variable as a normal 

predictor variable. The second way is to use riparian variable to further divide the region into 

two sub-regions, where one is a riparian sub-region, and another one is a non-riparian sub-region. 

We use Lenoir County as an example where originally it has three eco-regions. Now, by using 

riparian variable data, we have a total six sub-regions. The general performance of this riparian 

division plus smart models are better overall than regular models for Logit, but it is not obvious 

for RF, see Table 6 and Table 7.  

Remark: 
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• The strategy “1” (with extension -1) means that we do not utilize riparian variable. 

• The strategy “2” (with extension -2) means that we use the riparian variable to further divide 

the data into two categories (sub-regions) for the model training and prediction. 

• For the extension, “-s” means that the training area data are smartly selected to train both 

Logit and RF model, in contrast to “-a”, which means no selection has been applied in the 

model. Selection rule is mainly based on the individual training model errors.  

We observe the results for the RF models in Lenoir County where the training data are from 13 

training project areas and 12 of 13 are out of Lenoir. The experiment results show that the smart 

models (-s) is better than non-smart model (-a).  We also see that using riparian variable does not 

provide further benefit to RF models. On the other hand, from above Table 6 and Table 7, we see 

that using riparian variable to further divide regions makes the Logit model (-2) better. For using 

riparian variable as a normal predictor variable, we did not see any enhancement to model 

accuracy from experiments and some related papers. 

5.2 Soil data 

In wetland areas, soil has changed to adapt to the saturated environment. Therefore, with study of 

soil data, we are able to help prediction of the probability for an area to be wetland. Along this 

research direction, we study the soil tabular data and analyze our soil data downloaded from the 

web-link suggested by NCDOT. We find that we need to further study this important soil 

variable and utilize it in future.  

5.3 Land cover 

Land cover is another very useful variable for wetland prediction. We use it as a regular 

predictor variable for modeling and prediction. Furthermore, we use it for post-treatment in the 

wetland prediction to remove areas or spots which are surely not wetland as indicated by the land 

cover variable classification.  

Land cover data include six categories in Lenoir: “Agricultural Vegetation”, “Developed & 

Other Human Use”, “Forest &Woodland”, “Open Water”, “Recently Disturbed or Modified”, 

and “Shrubland & Grassland”. We reclassify these six categories to “0” for post-treatment.  
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6.  Valuable additional methodology 

6.1. SCAD  

We have performed a SCAD (Smoothly Clipped Absolute Deviation penalty) analysis to identify 

key effective variables and to know how to improve the modeling method. By using SCAD 

analysis on the logistic regression model with 16 variables, we find that the following 6 variables 

are important: batwi, dem, land cover, soil, slope_brdem, and weir. This key variable 

identification for the logit regression is independent from the WAMAT automation tools. 

The SCAD method is designed to scientifically find a minimal set of variables with almost the 

same accuracy of the model with the full set of variables. It is noticed that the Nagelkerke's R2 is 

only slightly reduced by 0.007 from 0.517 to 0.510, but the variable number is reduced from 16 

to 6. It clearly shows the power of SCAD method for model method improvement. For the 

SCAD method, we referred to Fan and Li [11]. Recently, Yang, Wang and Bao also applied it 

with a stable algorithm to AADT estimation [9]. For mathematical background of SCAD, please 

see [11] or [9]. A good penalty function should merit the following three properties, e.g., 

unbiasedness for the large true unknown estimator, sparsity that can set small estimator to be 

zero automatically, and continuity of the resulting estimator to avoid instability in model 

prediction [11, 9].  

6.2 Balance treatment of input data 

Because the Logit method normally generates models favor to identify the class (type) which has 

majority training data in the whole training dataset, thus we discuss and develop some technique 

to solve this problem, i.e., to reduce the error rate for identifying the class (type) which has 

minority training data in the whole training dataset. 

In this project, we have also developed a group of techniques to improve the wetland estimation. 

They are pre-treatment and post-treatment to study the solvability to the following problems: 

(1) How to sample when the project area for model training has majority points in non-wetland 

(or wetland) and minority points in wetland (or non-wetland)?  It means that we have biased data 

in one type over another.  It is a training problem. For that, we propose a pre-treatment of 

balanced sampling technique to study the possible effect. 
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(2) How to deal with the regression results that have some non-regulated mistakes/errors, e.g., 

very small holes and strange boundary? We propose a post-treatment technique to deal with the 

regression results in geographical shape. That is a Dilation–Erosion post-processing to smooth 

the wetland areas in order to remove noises in the data and/or errors in regression prediction. 

In this sub-section we describe a balance treatment when the input data for model training is 

unbalanced between wetland and non-wetland sample data, which leads the regression result to 

yield to the majority type. For example, because the number of non-wetland samples is much 

greater than the number of the wetland samples in project area U4007_FW, the nominal logistic 

regression leads to a 1-0 error (missing wetland error) 78.9374%, and a 0-1 error (mismarked 

wetland error) 1.9445%. To balance these two-type errors and evenly to reduce the total error 

rate, we propose two sampling methods for the modeling.   

(1)  To Enhance Minority Sampling.  This first method as in Figure 13 is to randomly sample 

the minority type data repeatedly with replacement (i.e., one observation of minority type 

may be used more than once) such that its total sampling number is close to the number of 

the majority type samples. Thus, the model training data set contains three parts: one from 

majority type, one from minority, and one from randomly repeat minority samples. By 

using this sampling technique, we have run the logistic regression and help to reduce the 

error rate. 

 

Figure 13.  Sample to expand the minority type 

 

 

Training 
Data Set 

Original Data 
Set  from 
study area 

Randomly sampled 
from minority type 

Minority type 

Majority type 
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(2) To Lessen Majority Sampling.  This second method is to randomly sample a smaller 

proportion of the majority type data, instead of using all samples of this majority type data, 

such that the sample number in the majority type is close to the sample number in the 

minority type.  

The theoretical analysis and experimental results show that the first method to enhance minority 

sampling is better than the second method to lessen majority sampling. Here Table 10 lists our 

recent test results on enhancing minority sampling by balancing function in our WAMAT. The 

test county is Rowan County.   

Table 10. Comparison of balancing sampling function for Logit method 

 

Table 11. Comparison of balancing sampling function for RF method 

 

County 
 Logit with balancing sampling Logit without balancing 

sampling 

Rowan 

1--1 1451  1426  

1--0 313 17.74% 338 19.16% 

0--0 31782  32011  

0--1 7249 18.57% 7020 17.99% 

Total 40795 18.54% 40795 18.04% 

County  RF with balancing sampling RF without balancing sampling 

Rowan 

1--1 1341  1347  

1--0 423 23.98% 417 23.64% 

0--0 38622  38608  

0--1 409 1.05% 423 1.08% 

Total 40795 2.04% 40795 2.06% 
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7. Conclusion 

This project mainly focuses on two major objectives: to improve the prediction model and to 

develop automation process. As for the model improvement, we have conducted literature review 

to select and develop modeling methods that are suitable for our prediction problem. According 

to the results, we summarize as follows: 

(1) We have successfully completed this important project for the NCDOT needs and for 

wetland protection requirement. 

(2) We have developed wetland prediction automation tool, WAMAT, as a deliverable 

product for NCDOT to use internally. Users’ Guide of WAMAT is also provided. Our 

WAMAT (patent pending) is easy to install and user-friendly to use with a full process 

automation and/or a module process automation as user’s choice.  

(3) Two systematic models are presented and developed with the automation. They are 

logistic regression model and Random Forest (RF) model. Their corresponding smart 

version models are also developed. 

(4) The models with automation have been applied to predict wetland for Lenoir County and 

Piedmont Regions (10 Counties). The resultant data and digital maps have been delivered 

to NCDOT. 

(5) Two main field visits to Lenoir County and Piedmont Regions (10 Counties) have been 

conducted with Axiom Environmental support.  Our prediction results are mainly based 

on the terrain data with soil and land cover data, which may change over time, especially 

due to human activities.  

(6) The deliverable product includes: 

(i) WAMAT tool,  

(ii) WAMAT Users’ Guide,  

(iii) Systematic Logit model and RF model for wetland prediction in automation tools,  

(iv) Digital wetland maps from the above models for Lenoir County and Southern 

Outer Piedmont region (10 Counties).  
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(7) A further research and study in this important research area and direction is needed to 

advance our developed system and NCDOT’s excellent WAM work to continue leading 

in the Nation.  
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